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RESUMO
Modelagem e Implementagao de um Data Warehouse para Analise de Mensagens
Multiplataforma
Rodrigo Vicente Calabria
Fevereiro/2026

Orientador: Fellipe Ribeiro Duarte, D.Sc.

O crescente uso de redes sociais e plataformas de comunicacao teve como resultado
um enorme aumento no volume de mensagens geradas diariamente, provenientes de
diversas fontes diferentes, e com estruturas distintas. Esse cenario impoe desafios
relacionados a integracao, organizacao e armazenamento desses dados de forma
consistente e adequada para andlises futuras. Neste contexto, é proposto o projeto e
a implementagao de uma arquitetura para coleta, normalizacao e armazenamento de

mensagens vindas de multiplas plataformas de comunicacao em um Data Warehouse.

A solugao desenvolvida é composta por um chatbot multiplataforma, responsével
pela interagao com os usuarios e pela ingestao das mensagens, e por um pipeline
ETL estruturado seguindo a abordagem de Kimball. As mensagens coletadas sao
inicialmente armazenadas em sua forma bruta em uma camada de staging e, em
seguida, transformadas em um modelo canonico independente da plataforma de
origem, por meio de um processo de normalizagao seméantica inspirado no estado
da arte da literatura. Os dados transformados sao entao carregados em um Data
Warehouse desenvolvido utilizando modelagem dimensional, definindo data marts

voltados a anélise de mensagens e de desinformagao.

O chatbot foi modelado como uma maquina de estados finitos, permitindo intera-
¢oes estruturadas e extensiveis com os usuarios. O projeto tem como prioridade a
modularidade, extensibilidade e separacao de responsabilidades em sua arquitetura,
facilitando a inclusao de novas plataformas de mensagens, técnicas de extragao de

contetido e métodos de analise, minimizando o impacto nos componentes existentes.
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ABSTRACT
Modelagem e Implementagao de um Data Warehouse para Analise de Mensagens
Multiplataforma
Rodrigo Vicente Calabria
Fevereiro /2026

Advisor: Fellipe Ribeiro Duarte, D.Sc.

The increasing use of social networks and communication platforms has resulted
i a massive increase in the volume of messages generated daily, originating from
various different sources and with distinct structures. This scenario imposes challenges
related to the integration, organization, and storage of these data in a consistent and
appropriate manner for future analysis. In this context, this work proposes the design
and implementation of an architecture for the collection, normalization, and storage

of messages from multiple communication platforms in a Data Warehouse.

The developed solution is composed of a multiplatform chatbot, responsible for
interacting with users and ingesting messages, and an ETL pipeline structured
according to the Kimball approach. The collected messages are initially stored in their
raw form in a staging layer and subsequently transformed into a canonical model
independent of the source platform, through a semantic normalization process inspired
by the state of the art in the literature. The transformed data are then loaded into a
Data Warehouse developed using dimensional modeling, defining data marts aimed at

the analysis of messages and disinformation.

The chatbot was modeled as a finite state machine, allowing structured and exten-
sible interactions with users. The project prioritizes modularity, extensibility, and
separation of concerns in its architecture, facilitating the inclusion of new messaging
platforms, content extraction techniques and analysis methods while minimizing the

mmpact on existing components.
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Capitulo 1

Introducao

Nos tltimos anos, o crescimento exponencial das redes sociais e plataformas de
comunicagdo como Telegram'| WhatsAppP e Messengei| transformou profundamente
a forma como as pessoas se comunicam e compartilham informagoes. Junto com
essas mudancas, surgiram também novos desafios, como o aumento da disseminacao
de noticias falsas, também conhecidas como Fake News, que podem ter impactos
significativos na sociedade, como desinformagao em massa e manipulacao de opinioes

publicas.

Nesse contexto, a analise de mensagens provenientes de multiplas plataformas
apresenta desafios significativos, especialmente pela heterogeneidade dos dados, com
suas diferengas seméanticas de cada Application Programming Interface (API) e
pela falta de uma estrutura unificada para armazenamento e consulta analitica. A
integragao dessas informagoes se mostra ainda mais relevante quando o objetivo é
estudar questoes relacionadas a desinformacao e Fuke News, que dependem do acesso

a dados historicos, estruturados e comparaveis.

Diante desse cenério, surge a necessidade de uma arquitetura capaz de coletar,
integrar e armazenar mensagens de diferentes plataformas de forma consistente e

extensivel, oferecendo suporte a andlises futuras. Este trabalho propoe o desen-

Thttps://web.telegram.org/
Zhttps://web.whatsapp.com/
3https://www.messenger.com /



1.1 Objetivo 2

volvimento de uma solugao baseada em Data Warehouse (DW]) e em um pipeline
FExtract Transform Load (ETL), junto com um chatbot como forma de interagao
com o usudrio, com foco na organizacao e integracao dos dados, e nao na detecgao

automaética de Fuke News propriamente dita.

Diferente das abordagens aplicadas a redes sociais, a coleta de dados realizada pelo
sistema, proposto tem um desafio a mais: o acesso aos dados a serem analisados. Em
plataformas de comunicacao instantanea, como WhatsApp e Telegram, o contetdo
trocado entre usuarios geralmente nao é publico e, portanto, nao pode ser coletado
diretamente pelo sistema de forma automética. Dessa forma, o projeto depende da
participacao do usuério na coleta dos dados, onde apenas informacoes explicitamente

fornecidas ao sistema, através de um chatbot, podem ser processadas.

1.1 Objetivo

O objetivo geral deste trabalho é projetar e implementar uma arquitetura para a
coleta, integracao e armazenamento de mensagens provenientes de multiplas plata-

formas de comunicacao, utilizando conceitos de [DW] e modelagem dimensional.

Os principais objetivos especificos deste trabalho sao:
a) Desenvolver um pipeline [ETL] capaz de ingerir dados heterogéneos provenientes
de diferentes plataformas de comunicacao;

b) Definir e aplicar um modelo canénico de mensagens para a normalizagao

semantica dos dados;
c¢) Projetar um [DW] relacional, voltado a consultas analiticas;

d) Implementar um chatbot como interface de interagao com o usuério, estrutu-

rado a partir de uma méaquina de estados finita; e

e) Viabilizar analises futuras relacionadas a Fake News por meio da estrutura de

dados proposta.
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1.2

Organizacao do Trabalho

Este trabalho esta organizado da seguinte forma:

a)

Capitulo : apresenta a fundamentagao teoérica, abordando conceitos relacio-
nados a[DW] modelagem dimensional, processos e integracao de dados

provenientes de redes sociais, além de listar trabalhos relacionados.

Capitulo : descreve a metodologia adotada, detalhando as decisoes de
projeto, o processo de mapeamento e integracao dos dados e a definicao do

modelo dimensional.

Capitulo [4} apresenta a arquitetura da aplicacao, descrevendo os principais

componentes do sistema, incluindo o pipeline [ETL, o chatbot e o [DWI

Capitulo : apresenta exemplos de consultas analiticas possiveis a partir do

modelo proposto.

Capitulo @: descreve as consideracoes finais do trabalho, bem como as

limitagoes identificadas e sugestoes para trabalhos futuros.



Capitulo 2

Fundamentacao Teoérica

Este capitulo apresenta os conceitos, abordagens e decisoes técnicas que funda-
mentam o sistema proposto. Sao discutidos os principais paradigmas relacionados
ao armazenamento e organizagao de dados analiticos, com foco no conceito de Data
Warehouse e em diferentes métodos de implementacao amplamente utilizados na

literatura, como as abordagens de Inmon, Kimball, Data Lake (Lakehouse) e Data

Vault.

Além disso, sao abordados conceitos importantes de Data Warehousing, como

modelagem dimensional, Data Marts, tabelas fato e dimensao e tipos de dimensoes.

2.1 Data Warehouse e sua Utilidade

Uma das separagoes fundamentais na area de sistemas de dados é aquela exis-
tente entre ambientes Online Transaction Processing (OLTP) e Online Analytical
Processing (OLAP]) (CODD), 1993)). Enquanto sistemas sdo otimizados para
operacoes rapidas de insercao, atualizacao e exclusao de registros, sistemas dao
prioridade a consultas complexas, agregagoes e anélises multidimensionais, geralmente
adotando técnicas especificas de modelagem e armazenamento, como a modelagem

dimensional e o uso de esquemas Estrela (Star) ou Floco de neve (Snowflake).

Os[DWlpertencem a este segundo grupo, sendo projetados para suportar consultas
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analiticas de grande volume, comumente envolvendo grandes quantidades de dados

histéricos.

Um [DW] consiste em um repositorio de dados projetado para apoiar atividades
de analise e tomada de decisao, reunindo informacgoes provenientes de multiplas
fontes de dados operacionais. Diferentemente dos bancos de dados transacionais,
conhecidos como [OLTPl focados no processamento de operacoes do dia a dia, o
[DWI ¢ estruturado levando em consideracao o desempenho de consultas analiticas

complexas, envolvendo grandes volumes de dados historicos (INMON] 2005)).

De acordo com Inmonl (2005), as principais caracteristicas que um [DW] apresenta
sao a orientacao a assuntos, a integracao de dados heterogéneos, a nao volatilidade dos
dados armazenados e a variagao temporal. Essas caracteristicas tornam o [DW] uma
excelente escolha para analises que envolvam comparacao de periodos, identificacao

de padroes e consolidacao de informagoes provenientes de diferentes sistemas.

A orientacao a assunto refere-se ao fato de que os dados no [DW] sao organizados
em torno de temas centrais de interesse da organizagao, como clientes, produtos
ou eventos, em vez de processos operacionais especificos. A integracao de dados
heterogéneos diz respeito a consolidagao de dados provenientes de multiplas fontes
heterogéneas, garantindo a padronizacao de formatos, nomenclaturas e significados.
A nao volatilidade refere-se & nao remocao ou alteracao frequente de dados que,
uma vez carregados no [DW] tem como objetivo principal serem usados para leitura
e analise. Por 1ltimo, a caracteristica de variabilidade no tempo diz respeito ao
armazenamento de estados histéricos, permitindo analises temporais e comparativas

ao longo de diferentes periodos.

Ha diferentes abordagens para a implementacao de um [DWl As principais

abordagens utilizadas sao apresentadas nas subsecoes a seguir.

2.1.1 Abordagem de Inmon

A abordagem proposta por [Inmon| (2005)), considerada uma das primeiras formu-

lagoes formais de [DW] e frequentemente chamada de “Paradigma Corporativo”, adota
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uma estratégia top-down para o desenvolvimento do ambiente analitico. Nesta abor-
dagem, o IDW] é projetado como um repositorio centralizado focado na escalabilidade
corporativa, modelado de forma extensivamente normalizada, geralmente seguindo a

terceira forma normal (3FN).

Neste modelo, os dados provenientes dos sistemas de origem sao integrados e
armazenados no [DW] corporativo e, somente apos essa etapa, sao construidos data
marts especificos para atender a diferentes areas de negbdcio. A abordagem de
Inmon prioriza a consisténcia global dos dados, a governanca e a visao integrada da

organizacgao.

Apesar de suas vantagens em ambientes corporativos, essa abordagem apresenta
limitacoes quando aplicada a projetos menores. A complexidade da modelagem, o
maior esforco inicial e o tempo necessario para atingir os resultados tornam sua

ado¢ao menos adequada para projetos académicos, por demandar maiores restri¢oes

de tempo e recursos (KIMBALL; ROSS) 2013)).

2.1.2 Abordagem de Kimball

A abordagem proposta por Kimball e Ross (2013) adota uma estratégia bottom-up,
baseada na modelagem dimensional e na construgao gradual do por meio de
data marts que representam processos de negbdcio. Nessa abordagem, os dados sao
organizados em tabelas de fatos e dimensoes, estruturadas em esquemas Estrela

(Star) ou Floco de neve (Snowflake).

As tabelas de fatos armazenam medidas quantitativas relacionadas a eventos de
interesse, além de referéncias a entradas de tabelas dimensao. J4 as tabelas dimensao
fornecem o contexto necessario para analise, como tempo, usuério, plataforma ou

tipo de mensagem.

Este método faz uso de “dimensoes conformadas”, que sao definidas como dimen-
soes que possuem o mesmo significado, estrutura e contetdo em diferentes data marts
ou processos de negocio dentro de uma organizagao (KIMBALL; ROSS| 2013). Essas

dimensoes permitem que diferentes data marts compartilhem informagoes comuns,
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garantindo consisténcia analitica. Em um contexto de banco de dados, elas seriam
implementadas como suas proprias tabelas, as quais seriam utilizadas em mais de

um escopo (data mart) do negocio, mantendo um tipo de uniformidade “global”.

A abordagem de |Kimball e Ross (2013)) se destaca pela simplicidade de modelagem,
pela facilidade de compreensao do esquema de dados e pela eficiéncia na execugao
de consultas analiticas. Essas caracteristicas fizeram com que essa abordagem fosse
amplamente adotada em sistemas [OLAP] e a torna especialmente adequada para

projetos que buscam flexibilidade, expansao gradual e foco em anélise.

2.1.3 Data Vault

O Data Vault ¢ uma abordagem mais recente para modelagem de [DW] que, de
acordo com seus criadores Linstedt e Olschimke| (2015), é voltada para ambientes que
demandam alta flexibilidade, rastreabilidade e controle histérico. Essa abordagem

organiza os dados em trés principais tipos de entidades:

a) Hubs: representam conceitos de negocio estéveis, como usuarios ou mensagens;
b) Links: representam os relacionamentos entre esses conceitos;

c) Satellites: armazenam atributos descritivos e histéoricos, permitindo rastrear

alteragoes ao longo do tempo.

Entre as principais vantagens do Data Vault estao a facilidade de adaptacao a
mudancas nas fontes de dados e a capacidade de manter um histérico detalhado
das informacoes. Por essas razoes, essa abordagem é frequentemente utilizada

em ambientes corporativos complexos e com alteragoes frequentes (LINSTEDT

OLSCHIMKE], [2015).

Apesar disso, Data Vaults nao sao projetados para suportarem diretamente
consultas analiticas de ambientes [OLAPI e, por isso, sao normalmente utilizados

como uma camada intermediaria antes da construgao de modelos dimensionais.
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2.2 Modelagem Dimensional em Data Warehouses

A modelagem dimensional ¢ uma abordagem extensamente utilizada em [DW],
especialmente em projetos que adotam o método Kimball. Ela tem como principal
finalidade organizar os dados para facilitar consultas analiticas, fazendo com que tais
consultas sejam simples, eficientes e tenham clareza seméntica para os usuarios finais.
Diferentemente da modelagem relacional tradicional, orientada a normalizagao e a

integridade transacional, a modelagem dimensional é orientada & analise e & tomada

de decisao (KIMBALL; ROSS, 2013)).

Essa abordagem estrutura os dados a partir de dois elementos centrais: tabelas
fato e tabelas dimensao, organizadas geralmente em esquemas do tipo Estrela (Star
schema) ou Floco de neve (Snowflake schema). A seguir, sdo apresentados os
principais conceitos relacionados a modelagem dimensional, de acordo com Kimball

e Ross (2013)), considerado o pai deste tipo de modelagem.

2.2.1 Tabelas Fato e Dimensoes

As tabelas fato armazenam os dados quantitativos e mensuraveis de um processo
de negocio, sendo o nicleo do modelo dimensional. Cada registro em uma tabela
fato representa um evento ou ocorréncia em um determinado nivel de granularidade,
definido de acordo com a finalidade de analise do[DW] Além das medidas, as tabelas

fato contém também chaves que referenciam as tabelas dimensao associadas.

Na modelagem dimensional, existem diferentes padroes de tabelas fato, definidos
de acordo com o tipo de processo de negocio analisado e com o que se deseja ser
consultado. De acordo com Kimball e Ross| (2013)), h& apenas trés tipos fundamentais
de tabelas fato: Transacgao, snapshot periddico e snapshot acumulativo. O grao para

cada um dos trés tipos é explicado a seguir.

Para tabelas fato de transagao, o grao corresponde eventos pontuais, medidos
em um unico instante. Os fatos medidos sao validos apenas para este evento
especifico neste determinado instante. Portanto, tabelas fato de transacao podem

ser imprevisivelmente densas ou esparsas, com a diferencga entre entradas podendo
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ser milisegundos, meses ou até mesmo nunca.

Tabelas fato de snapshot periédico correspondem a intervalos de tempo prede-
finidos. Os fatos medidos por esta resumem uma atividade durante ou no fianl de
um periodo, e o seu grao garante que todas as entidades que reportam os dados irao
aparece rem cada snapshot, mesmo se houver atividade. Tabelas fato de snapshot
periodico sao previsivelmente densas, e os aplicativos podem sempre contar com a

presenca de combinagoes de chaves.

Tabelas fato de snapshot acumulativo correspondem a processos previsiveis,
com fnicio e fim bem definidos. Os registros deste tipo de tabela sao revisados
e sobrescritos & medida que o processo avanca em suas etapas, fazendo com que
geralmente estas sejam muito menores do que os outros dois tipos devido a essa

estratégia de sobrescrita.

A escolha do padrao adequado depende do tipo de anélise que se deseja fazer
e do comportamento do processo de negbcio representado, sendo comum o uso de

diferentes padroes em um mesmo [DW|

As tabelas dimensao, por sua vez, armazenam atributos descritivos que fornecem
contexto ao que é representado pelas tabelas fato. Essas dimensoes permitem que
os dados sejam analisados sob diferentes perspectivas, como tempo, localizacao,
entidade envolvida ou categoria. Em geral, as dimensoes sao mais estéaveis ao longo

do tempo e possuem volume de dados menor em comparagao as tabelas fato.

2.2.2 Data Marts

Seguindo a defini¢ao de Kimball e Ross| (2013), um data mart é um subconjunto
de um [DW] voltado para uma area de interesse especifica do negdcio ou para um
conjunto especifico de analises. Diferentemente de um [DW] corporativo abrangente,
os data marts possuem um escopo menor e visam permitir analises de necessidades

especificas.

Os data marts sao considerados dependentes, isto é, fazem parte de uma arqui-

tetura integrada, compartilhando dimensées conformadas (conformed dimensions)
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entre si. Essa estratégia permite que diferentes data marts se mantenham consistentes
ao realizar analises, mantendo a integragao semantica e o compartilhamento de dados,

e possibilitando anéalises cruzadas entre diferentes processos de negocio.

2.2.3 Dimensoes Convencionais e Dimensoes Degeneradas

As dimensoes convencionais sao aquelas que possuem uma tabela propria, con-
tendo atributos que descrevem uma entidade especifica. Exemplos comuns incluem
dimensoes de tempo, usuario, produto ou localizacao. Essas dimensoes sao referenci-

adas pelas tabelas fato por meio de chaves substitutas (surrogate keys).

Ja as dimensoes degeneradas consistem em atributos dimensionais que nao pos-
suem uma tabela dimensao prépria, sendo armazenados diretamente na tabela fato.
Esse tipo de dimensao é utilizado quando o atributo nao possui outros elementos
descritivos relevantes, mas ainda assim é importante para fins de identificagao ou
analise, como nimeros de pedido, cédigos de transagao ou identificadores de men-
sagens. As dimensoes degeneradas permitem preservar informagoes relevantes sem

introduzir complexidade desnecessaria no modelo.

2.2.4 Dimensao Tempo

A dimensao tempo é considerada uma das dimensoes mais importantes em um
[DW], pois praticamente todas as analises envolvem algum fator temporal. Em
vez de utilizar diretamente campos do tipo timestamp, a literatura de modelagem
dimensional recomenda a criacao de uma tabela de tempo dedicada, contendo
atributos como dia, més, ano, trimestre, dia da semana ou outros periodos relevantes

para o negocio.

Essa abordagem facilita agregacoes de medidas temporais, comparagoes entre
periodos e anélises historicas, além de padronizar a representacao do tempo em todo
o[DWl A utilizacao de uma dimensao de tempo também contribui para a melhoria

do desempenho das consultas e para a clareza seméantica do modelo.
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2.3 Data Lake (Lakehouse) e sua Utilidade

O Data Lake é uma abordagem de armazenamento de dados que prioriza a
flexibilidade e a escalabilidade, permitindo o armazenamento de dados estruturados,
semiestruturados e nao estruturados em seu formato bruto. O autor do termo,
Dixon| (2010), utilizou a seguinte analogia para descrever Data Lakes: Enquanto
um Data Mart pode ser comparado a uma garrafa de agua purificada, o Data Lake
assemelha-se a um corpo de agua em seu estado bruto, onde os dados fluem de varias

fontes para um reservatério comum.

Segundo Gorelik| (2019), diferentemente do[DW] que adota o principio de schema-
on-write, no qual os dados sao transformados e organizados antes do armazenamento,
o Data Lake utiliza o conceito de schema-on-read. Nesse modelo, os dados sao
armazenados sem uma estrutura fixa pré-definida, e a definicao do esquema ocorre
apenas no momento da leitura, de acordo com as necessidades da analise. Isso faz
com que Data Lakes tenham maior flexibilidade, especialmente quando sao ingeridos

dados de muitas fontes diferentes ou em constante mudanga.

Ja o conceito mais moderno de Lakehouse, como descrito por Armbrust et al.
(2021), surge como uma evolugao do Data Lake, buscando combinar a flexibilidade
do armazenamento de dados brutos com algumas caracteristicas analiticas tradicio-

nalmente associadas ao [DW], como maior desempenho em consultas analiticas.

2.4 Trabalhos Relacionados

A utilizacao de [DW] para analise de dados provenientes de redes sociais tem
sido explorada por diversos estudos, especialmente em contextos que envolvem
multiplas fontes e grande volume de dados. Esses trabalhos destacam a importancia
da integragao, organizacao e modelagem adequada das informagoes para suporte a

analises analiticas.

Valéncio et al.| (2020)) propoem um [DW] voltado & andlise de redes sociais em um

ambiente de Big Data, destacando a integracao de dados e o suporte a tomada de
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decisao. O trabalho demonstra a viabilidade do uso de arquiteturas analiticas para
explorar métricas relacionadas ao comportamento e ao engajamento dos usuarios em

redes sociais.

Moalla et al.| (2016) abordam especificamente o problema da heterogeneidade dos
dados provenientes de diferentes plataformas sociais, propondo um método de mape-
amento baseado em relagoes semanticas idénticas, equivalentes e complementares.
Essa abordagem fundamenta o método de integracao adotado neste projeto, aplicado

as plataformas Telegram, WhatsApp e Messenger, que sera explicado no Capitulo 3.

Kraiem e Feki (2024) apresentam uma revisao comparativa de abordagens para a
construcao de [DW] aplicados a midias sociais, destacando desafios como a heteroge-
neidade dos dados, a qualidade da informacao e a necessidade de modelos flexiveis e

extensiveis.

Embora esses trabalhos se concentrem principalmente em postagens ptublicas de
redes sociais, o projeto aqui proposto se diferencia ao focar na coleta e organizacao de
mensagens provenientes de aplicativos de comunicacao baseados em chat, estendendo
conceitos consolidados da literatura para esse contexto especifico e oferecendo uma

base estruturada para anélises.



Capitulo 3

Metodologia

Este capitulo apresenta a metodologia adotada para o desenvolvimento do projeto,
descrevendo as decisoes técnicas e conceituais que orientaram a construgao do sistema
de ingestao, integracao e armazenamento das mensagens provenientes de plataformas
de comunicac¢ao. Sao detalhadas as escolhas relacionadas a arquitetura de dados, ao

processo de [ETL] e & modelagem do [DWI

3.1 Escolha do Data Warehouse com Método Kimball

Diante das abordagens descritas no Capitulo 2, foi selecionado como mais ade-
quado o uso de como solucao para os objetivos deste projeto, por sua capacidade
de integrar dados de multiplas fontes, manter historico e oferecer suporte eficiente
para consultas analiticas. Essas caracteristicas sao importantes para a analise de
mensagens provenientes de diferentes plataformas e a obtencao de métricas relevantes

ao contexto de mensagens instantaneas.

Entre os métodos de projeto avaliados, optou-se pela abordagem Kimball devido
a sua simplicidade de implementacao, clareza conceitual e forte alinhamento com
analises [OLAPL A modelagem dimensional facilita a organizacao dos dados, melhora
o desempenho das consultas e possibilita expansoes futuras do sistema, como a

criacao de novos data marts voltados a analises especificas, como a de fake news.



3.2 Ingestao de Dados Provenientes de Miiltiplas Plataformas 14

A solugao proposta adota uma arquitetura em camadas (BUSCHMANN et al.|
1996)), composta por: fontes de dados, camada de ingestao, camada de staging,
processo de transformacao e carga (ou e final. Essa separacao facilita a

visao sobre o fluxo de dados e a manutencao do sistema.

Redes sociais e plataformas de comunicagao como Telegram, WhatsApp e Mes-
senger constituem as fontes de dados do sistema. As mensagens sao coletadas por
meio de [APIk (ingest@o), e sdo armazenadas inicialmente na camada de staging, sem
quaisquer alteracoes aos seus dados brutos. Essa estratégia garante a preservacao
das informagoes originais, o que permite reprocessamentos futuros e auditoria de

dados.

Foi escolhido o esquema estrela como o principal formato de modelagem, pois
oferece menor complexidade e melhor desempenho em consultas quando comparado

a esquemas mais normalizados, como snowflake.

Dessa forma, a escolha de um [DW]relacional com modelagem dimensional segundo
o método Kimball atende bem ao escopo do trabalho, oferecendo uma base sélida,

extensivel e alinhada as boas praticas descritas na literatura.

3.2 Ingestao de Dados Provenientes de Multiplas Plataformas

A ingestao de dados constitui a primeira etapa operacional do processo de cons-
trucao do [DW], sendo responsével pela extracao das mensagens e de seus respectivos
metadados a partir das plataformas de comunicacao abordadas neste projeto. A
coleta é realizada por meio das interfaces de programacao de aplicagoes (APIS)
disponibilizadas pelas proprias plataformas, utilizando mecanismos como webhookzﬂ

ou pooling?] direto as [APIk.

A coleta de mensagens a partir de multiplas plataformas de comunicagao e redes

sociais traz desafios devido a heterogeneidade dos dados. Embora plataformas como

"Webhook é um mecanismo de comunicacao em tempo real entre sistemas, enviando dados
automaticamente entre aplicagoes quando ocorre um evento especifico.

2Pooling é uma técnica em que um cliente faz solicitacdes periddicas a um servidor para buscar
dados atualizados.
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Telegram, WhatsApp e Messenger compartilhem conceitos comuns de mensagens
trocadas entre usuarios, cada uma apresenta estruturas de dados, nomes de atri-
butos e seméanticas proprias. Dessa forma, torna-se necessaria a criagao de uma
etapa de mapeamento de dados, com o objetivo de unir informacoes equivalentes e

complementar dados ausentes.

Esse problema de integracao é amplamente discutido na literatura. Segundo
Moalla et al.| (2016), a etapa de mapeamento é essencial quando os dados sao extraidos
de diferentes midias sociais, uma vez que essas fontes podem conter informacoes
redundantes, complementares ou semanticamente equivalentes, porém representadas

de maneiras distintas.

As mensagens coletadas podem assumir diferentes formatos, incluindo texto,
midias (imagens, videos e dudios) e mensagens compostas que combinam texto e
anexos. Independentemente do tipo de mensagem, todas as informagoes recebidas
sao encaminhadas para a camada de ingestao do sistema, sem a realizacao de

transformacoes seméanticas ou estruturais nesta camada.

Durante este processo de coleta, procura-se manter a integridade dos dados
recebidos pelas [APIs, mantendo seus identificadores originais, estruturas e atributos
proprios, para que sejam armazenados de forma “pura” na camada de staging. Essa
estratégia possibilita a rastreabilidade e o reprocessamento de dados em etapas
posteriores, caso seja necessario implementar novos requisitos técnicos. O processo
de ingestao é orientado a eventos, o que significa que a coleta é realizada de forma
continua, permitindo preservar a ordem de chegada das mensagens e possibilitando

analises historicas sobre o contetido e a interacao entre usuarios.

Dessa forma, a etapa de coleta estabelece a base de dados inicial do sistema,
fornecendo informacoes brutas e heterogéneas que serao posteriormente organizadas,

integradas e transformadas nas camadas seguintes.
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3.3 Camada de Staging e Dados Brutos

Os dados extraidos pelas [APIs nao sao imediatamente adequados para analise,
devido as diferencas de formatos entre eles. Por esse motivo, foi criada uma camada
de staging para atuar como uma zona intermediaria entre a coleta dos dados e o

carregamento final no [DW] (também denominado load no processo [ETLI).

O objetivo desta camada é armazenar os dados brutos provenientes das platafor-
mas de comunicagao de forma temporéria, preservando as caracteristicas originais
dos dados coletados. Essa estratégia evita a perda de informagoes relevantes que

poderiam ser descartadas caso uma padronizacao prematura fosse aplicada.

A utilizagao da camada de staging possibilita a separacao clara entre dados
operacionais vindos das[APIk e dados analiticos. Isto reduz o acoplamento entre as
fontes de dados e o modelo dimensional do [DW], tornando o sistema mais resiliente
a mudancas nas [APIs das plataformas. Além disso, essa abordagem facilita a
identificacao e a correcao de inconsisténcias, duplicatas e dados incompletos antes da

etapa de transformacao final.

Outro ponto importante da camada de staging é a preservacao do historico
completo dos dados coletados. A armazenagem dos dados originais das mensagens
torna possivel reprocessar os dados sempre que houver alteracoes no modelo ou nas

regras de negbcio, sem que seja preciso novas coletas de dados das plataformas.

Dessa forma, a camada de staging contribui para a consisténcia e flexibilidade do
processo de [ETL] funcionando como um elemento essencial para a construcao de um

IDW] robusto e extensivel.

3.4 Heterogeneidade dos Dados e Método de Mapeamento
Adotado

Conforme apresentado por Moalla et al.| (2016), a heterogeneidade dos dados

provenientes de redes sociais pode ser classificada em dois tipos principais: hete-
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rogeneidade estrutural e heterogeneidade seméantica. A heterogeneidade estrutural
ocorre quando os dados sao organizados em esquemas distintos, com diferentes es-
truturas e formatos. No contexto deste trabalho, Telegram, WhatsApp e Messenger
fornecem dados por meio de [APIk distintas, cada uma com seu proprio conjunto
de campos, tipos de dados e hierarquias. Por exemplo, informacoes relacionadas a
usuérios, mensagens e midias podem ser representadas de formas diferentes em cada

plataforma.

Ja a heterogeneidade semantica refere-se as diferengas de significado entre atribu-
tos que, apesar de representarem conceitos semelhantes, possuem nomes distintos
ou formas especificas de serem lidos. Além disso, certas informacoes podem estar

disponiveis apenas em uma plataforma, enquanto nao estao presentes em outras.

Inspirado no método proposto por Moalla et al.| (2016), este trabalho adota
uma abordagem de mapeamento manual de esquemas, aplicada durante a camada
de extracao do processo [ETIl Nessa abordagem, os esquemas de dados extraidos
de cada plataforma sao analisados individualmente e comparados entre si, com o

objetivo de identificar rela¢coes seméanticas entre seus atributos.

De acordo com o método descrito por Moalla et al.| (2016), trés tipos de relagoes

semanticas sao considerados:

a) Idéntica (Identical): quando os atributos possuem o mesmo nome e 0 mesmMo

significado nas diferentes plataformas;

b) Equivalente (Equivalent): quando os atributos possuem nomes diferentes, mas

representam o mesmo conceito;

¢) Complementar (Complementary): quando o atributo esté presente apenas em

uma plataforma, fornecendo informagao adicional que nao existe nas demais.

Essas relacoes permitem resolver problemas de duplicagao, inconsisténcia e in-
completude dos dados, além de facilitar a integracao das informacoes em um modelo

unificado.
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3.5 Processo de Extracao, Transformacao e Carga

O processo de extracao, transformacao e carga, conhecido como[ETT], é responsével
por converter os dados armazenados na camada de staging em um formato adequado
para o [DW] Nesta etapa, os dados passam por procedimentos de padronizacao e
integragao, tornando-os consistentes seméantica e estruturalmente antes de serem

carregados nas tabelas fato e dimensoes.

A fase de transformacao envolve a aplicagao das regras de negocio definidas para
o projeto, incluindo a normalizacao de formatos de data e hora, a padronizagao
de textos, o tratamento de valores ausentes e a adequacao de tipos de dados. A
partir do mapeamento seméantico previamente definido, atributos classificados como
idénticos ou equivalentes sao integrados em campos comuns, enquanto atributos
complementares sao preservados como informacoes adicionais sempre que sejam

relevantes para anélises futuras.

Durante o processo de [ETT] é adotada a geragao de chaves substitutas (surrogate
keys) para identificar registros no Essas chaves sao geradas pelo proprio sistema
de gerenciamento de banco de dados (Database Management System (DBMI)) e
utilizadas como chaves primarias das tabelas fato e dimensées. A utilizacao de
chaves substitutas, em vez dos identificadores fornecidos pelas [APIk das plataformas,
evita a dependéncia de sistemas externos, colisoes entre plataformas distintas ou
a reutilizacao de identificadores ao longo do tempo, facilitando a integracao entre

diferentes fontes de dados.

O tratamento de duplicatas é realizado por meio de um mecanismo de identificacao
de mensagens baseado em um fingerprint gerado a partir do conteiido da mensagem e
de metadados tinicos, como contetido textual, identificador da plataforma, remetente
e instante de envio. A partir desses atributos, é gerado um valor hash que permite
identificar de forma tnica cada mensagem. Antes do carregamento no [DW], esse
valor ¢é verificado para garantir que mensagens previamente armazenadas nao sejam

inseridas novamente.

Outro aspecto considerado no processo de transformacao é o versionamento das
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mensagens. Em casos em que uma mensagem ¢é editada apds o envio, cada versao
¢é tratada como um novo registro no [DW| preservando o historico completo das
alteracoes. Essa decisao permite anélises temporais mais precisas e evita a perda de

informagoes relacionadas & mudanca de contetido das mensagens.

Apobs a conclusao das etapas de transformagao, os dados sao carregados no [DWI
de acordo com o modelo dimensional definido. As tabelas fato recebem os registros
correspondentes aos eventos analisados, enquanto as tabelas dimensao sao atualizadas

conforme necesséario.

3.5.1 Aplicacao do Mapeamento as Plataformas Telegram, WhatsApp e

Messenger

No contexto deste projeto, o mapeamento é realizado entre os dados extraidos das
plataformas Telegram, WhatsApp e Messenger, considerando entidades comuns como
usuarios, mensagens e metadados associados. Inicialmente, os atributos especificos
de cada plataforma sao mantidos em suas estruturas originais na camada de dados
brutos. Em seguida, durante o estigio de transformacao, é realizada a analise

semantica dos atributos para identificar possiveis correspondéncias.

Assim como proposto por Moalla et al.| (2016), uma tabela de mapeamento
¢ utilizada para registrar as relacoes entre atributos equivalentes, idénticos ou
complementares entre as plataformas. Este mapeamento é apresentado na Tabela[3.1]
Os atributos especificos de cada plataforma permanecem disponiveis para analise
futura, sendo categorizados como complementares. Ja os atributos comuns sao

integrados em um modelo tnico consolidado que servira de base para o [DW]

A categoria "Complementar"é omitida na Tabela [3.1] quando hé outro tipo de rela-
¢ao entre as plataformas presentes, ficando implicita a relagao de complementaridade

com a plataforma sem o atributo equivalente.

Os atributos exatos de cada plataforma nao sao fixados neste momento, permitindo
flexibilidade para adaptacgoes futuras e para a inclusao de novos campos conforme a

evolugao das[APIk ou dos objetivos do sistema.



Tabela 3.1: Mapeamento semantico de atributos entre plataformas de mensagens

Telegram WhatsApp Messenger Relagao Semantica Descricao

update id id (wamid) mid Todos equivalentes Identificador global da mensagem

message id - - Complementar Identificador da mensagem em um
contexto especifico

chat.id - - Complementar Identificador do contexto (chat,
conversa ou grupo)

date timestamp timestamp Equivalente (Telegram)/Idénticas | Momento em que a mensagem foi
recebida

— phone number id | recipient.id Ambos equivalentes Identificador do destinatario

from.id from sender.id Todos equivalentes Identificador do remetente

from.first name name - Ambos equivalentes Nome do remetente

from.last _name - - Complementar Ultimo nome do remetente

text / caption body text Todos equivalentes Conteudo textual da mensagem

— type attachment.type | Ambos equivalentes Tipo de mensagem (texto, ima-
gem, video, etc.)

url url attachment.url Todos idénticas URL associada & midia

mime type

mime_type

Ambos idénticas

Tipo MIME da midia

file unique_id id - Ambos equivalentes Identificador tnico da midia

file size - - Complementar Tamanho do arquivo de midia

- forwarded - Complementar Indica se a mensagem foi encami-
nhada

forward from message id | — - Complementar Identificador da mensagem origi-

nal encaminhada

edae) o oedeuriojsued], ‘oedea)xy op 0Ss9201J G'¢

0¢
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Este processo de mapeamento possibilita a construcao de um modelo de dados
integrado, consistente e extensivel, alinhado as boas praticas de projetos de [DWI
Ao resolver conflitos semanticos e estruturais na camada de extragao, o pode
ser modelado de forma dimensional, reduzindo redundéncias e facilitando consultas
analiticas sobre mensagens provenientes de diferentes plataformas. Dessa forma, o
método de mapeamento proposto por Moalla et al.| (2016]) contribui diretamente

para a qualidade dos dados armazenados e para a viabilidade de analises futuras.

3.6 Modelagem do Data Warehouse

A modelagem do foi realizada seguindo os principios da modelagem dimensi-
onal proposta pelo método Kimball (KIMBALL; ROSS|, 2013)), com o objetivo de
facilitar consultas analiticas, garantir desempenho e preservar o histérico dos dados
coletados. Essa etapa define a estrutura logica das tabelas fato e dimensao, bem

como o nivel de granularidade adotado para cada conjunto de dados.

3.6.1 Data marts presentes no projeto

Neste projeto, a organizacao dos dados foi projetada em dois data marts prin-
cipais, definidos a partir dos dois principais objetivos analiticos do sistema: O
armazenamento e analise de mensagens, e o armazenamento de analises de Fake

News.

O data mart de mensagens é responsavel pelo armazenamento e analise das
mensagens vindas das diferentes plataformas utilizadas no sistema. Esse data mart é
composto principalmente pela tabela fato FACT_Message, que registra cada mensagem
enviada como um evento transacional, e pela tabela FACT_Media, que armazena
informagoes relacionadas as midias associadas as mensagens, como imagens e videos.
As tabelas fatos sao associadas a tabelas dimensoes conformadas, como plataforma,
usuério e tempo, possibilitando anélises sobre volume de mensagens, origem e questoes

temporais.

J& o data mart de analise de Fake News é destinado ao armazenamento dos
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resultados das analises de desinformacao aplicadas as mensagens. Esse data mart
tem como principal tabela fato FACT_FakeNews_Analysis, que registra cada analise
tnica de uma mensagem como um evento independente, permitindo a observacao dos
resultados ao longo do tempo. As analises sao associadas a tabela fato mensagem e as
dimensoes tempo e modelo de analise. Isto possibilita comparagoes entre diferentes

modelos e versoes, além de diferentes periodos.

Ambos os data marts compartilham dimensoes conformadas, garantindo que haja
consisténcia de dados entre as diferentes areas de analise. Essa organizacao permite

a expansao futura do [DW] através da criagao de novos data marts.

3.6.2 Definicao do Grao das Tabelas Fato

A definicao do grao representa o nivel mais detalhado de informagao armazenada
em uma tabela fato e é uma decisao fundamental na modelagem dimensional. Neste
projeto, o grao da tabela fato de mensagens ¢é definido como uma tnica mensagem
individual em um determinado instante de tempo, considerando sua plataforma de

origem e seu remetente.

Com essa defini¢ao, é possivel realizar analises sobre o volume de mensagens, os
periodos temporais em que foram recebidas, quais sao os usuarios envolvidos e de
quais plataformas, bem como a evolugao do contetido ao longo do tempo. Em caso
de edigoes de mensagens ja recebidas, cada versao deve ser tratada como entradas

diferentes no [DW], permitindo o armazenamento de seu histérico.

Para a tabela fato de midias, o grao é definido como uma tnica midia relacionada
a uma mensagem especifica. Nela, é possivel haver mais de uma midia relacionada
a uma tnica mensagem, possibilitando a integracao com [APIk que tratam midias

como anexos e nao como o conteudo principal da mensagem.

Para a tabela fato relacionada a analise de fake mews, o grao é definido como
uma unica analise de uma mensagem especifica. A definicao desta tabela possibilita

a associacao de métricas analiticas futuras ao conteiido armazenado.

Todas as trés tabelas fato do projeto utilizam o padrao de Tabela Fato de
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Transagao, como definido na Secdo [2.2.1] Apesar de a tabela fato de analise de
fake news, a primeira vista, parecer seguir o padrao de snapshot periddico, esta, na
verdade, ainda segue o padrao de Transicao. Cada entrada na tabela representa o
resultado de uma tunica analise de uma mensagem, sem intervalos predefinidos e sem

sobrescrita.

3.6.3 Organizacao das Dimensoes

O objetivo das tabelas dimensao é fornecer contexto as tabelas fato, permitindo
que as mensagens sejam analisadas sob diferentes perspectivas. Entre as principais
dimensoes consideradas estao as dimensoes data e tempo, a dimensao plataforma, a
dimensao usuario e outras dimensoes descritivas relacionadas as mensagens, midias e

analises de fake news.

Cada dimensao é identificada por uma chave substituta (surrogate key), gerada
internamente pelo banco de dados, o que garante independéncia em relacao aos
identificadores externos fornecidos pelas [APIs. Essa abordagem facilita a integragao

de dados vindos de miltiplas fontes, evitando colisdes e garantindo a consisténcia

dos dados.

3.6.4 Uso das Dimensoes Data e Tempo

A dimensao tempo é utilizada como uma tabela dedicada, em substituicao ao
uso direto de campos do tipo timestamp. Essa decisao permite evitar a repeticao de
informagoes temporais nas tabelas fato e possibilita a normalizacao dos atributos

relacionados ao tempo, como dia, més, ano, trimestre e dia da semana.

Além de reduzir redundéancias, a utilizagao de uma dimensao tempo facilita
agregacoes temporais e comparacoes entre periodos distintos, sendo especialmente
relevante para analises historicas e para o estudo da evolucao da disseminagao de

mensagens ao longo do tempo.

Dimensoes temporais sao um componente essencial em modelos de [DW] uma

vez que praticamente todas as anélises envolvem a avaliagao de eventos ao longo do
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tempo. Conforme indicado por Kimball e Ross (2013)), recomenda-se que as tabelas
fato estejam associadas a dimensoes temporais especificas, em vez do uso direto de

campos do tipo timestamp.

Neste projeto, as informagcoes sobre o tempo sao representadas por duas dimensoes
diferentes: Dimensao Data e Dimensao Tempo. Essa abordagem ¢é adotada em cena-
rios em que a hora exata de um evento ¢ relevante, como no caso do armazenamento

de mensagens.

A Dimensao Data contém atributos relacionados ao calendario, como dia, més,
ano e dia da semana. Enquanto a Dimensao Tempo representa o horario do evento,
contendo atributos como hora, minuto e segundo, viabilizando analises detalhadas

dentro de um mesmo dia.

A utilizacao dessas dimensoes evita a repeticao de valores temporais nas tabelas
fato, melhora o desempenho das consultas analiticas e possibilita a inclusao de
atributos descritivos adicionais, como o dia da semana. Ambas as dimensoes utilizam
chaves substitutas geradas pelo [DW] seguindo as boas praticas da modelagem

dimensional.

3.7 Tratamento de Midias

As mensagens que contém midias, como imagens, videos e audios, apresentam
caracteristicas distintas das mensagens exclusivamente textuais, exigindo um trata-

mento especifico no processo de modelagem e armazenamento.

Neste trabalho, as midias associadas as mensagens sao modeladas em uma tabela
fato propria, separada da tabela fato de mensagens textuais. Essa decisao se deve as
diferencas de granularidade, volume e atributos associados as midias, como tipo de

arquivo, tamanho, Uniform Resource Locator (URL) e formato.

A separacao das midias em uma tabela fato especifica permite analises inde-
pendentes sobre o uso e a distribuicao de contetidos multimidia, além de evitar a

sobrecarga da tabela fato principal de mensagens com atributos nao aplicaveis a
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todos os registros.

Com o objetivo de aumentar a capacidade analitica do [DW], foi implementada
uma forma de armazenar textos obtidos a partir da extracao de contetudo textual
de midias, por meio de técnicas como reconhecimento 6ptico de caracteres (Optical
character recognition (OCRIJ)) para imagens e transcri¢ao automatica para contetidos

de 4udio e video.

Apesar de nao haver uma implementagao direta, a biblioteca desenvolvida permite
a injecao de uma funcao capaz de extrair o conteudo textual de midias associadas
as mensagens. Essa func¢ao deve ter como entrada a [URI] da midia (imagem, video
ou audio) e retornar o texto extraido, quando aplicavel. Com essa abordagem, o
sistema se mantém desacoplado de técnicas especificas de extragao, possibilitando a

utilizacao de diferentes métodos.

O texto extraido deve ser tratado como um dado derivado, sendo armazenado de
forma associada a midia original. Essa abordagem permite que contetidos multimidia
sejam incluidos em analises textuais futuras sem comprometer a integridade dos

dados originais.

3.8 Biblioteca Responsavel pelo Armazenamento de Dados

Além da modelagem do [DW], este projeto contempla o desenvolvimento de uma

biblioteca responsavel pela coleta, padronizacao e encaminhamento dos dados ao

processo de [ETTL

A biblioteca foi projetada com o intuito de abstrair as particularidades das
plataformas de origem, utilizando uma interface comum para a recep¢ao de mensagens.
Essa abordagem permite que novas plataformas sejam integradas ao sistema com

impacto minimo sobre as outras camadas, facilitando a extensao das aplicagoes.

Foi implementado um modelo canénico de mensagens, no qual uma estrutura
tnica que padroniza o formato dos principais dados das mensagens é utilizada, inde-

pendentemente da plataforma de origem, garantindo consisténcia no tratamento dos
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dados. Esse modelo é criado na camada de transformacao, facilitando o mapeamento

de campos durante o carregamento dos dados no [DW]

A utilizagao de um modelo canénico reduz a complexidade da integracao, cen-
traliza a definicao de padroes e contribui para a manutencao do sistema a longo

prazo.



Capitulo 4

Implementacao da Aplicacao

Este capitulo descreve a arquitetura da aplicagao desenvolvida neste trabalho,
apresentando seus principais componentes e o fluxo de dados entre eles. A aplicagao foi
projetada com o objetivo de coletar mensagens provenientes de multiplas plataformas
de comunicacao, normaliza-las semanticamente e armazena-las em um [DW] de forma

que possibilite analises futuras, com énfase em analises relacionadas a Fake News.

A arquitetura adotada prioriza modularidade, extensibilidade e separacao de
responsabilidades, permitindo que novas plataformas de mensagens, técnicas de
extracao de contetudo, formas de armazenamento e métodos de analise sejam alterados
no sistema com impacto minimo sobre os componentes existentes. Para isso, o projeto
foi organizado em camadas bem definidas, que incluem desde a integracao com [APIk

externas até o processo de [ETL] e a persisténcia dos dados no [DWI

Ao longo deste capitulo, serao detalhadas as camadas e as decisoes de projeto da
aplicagao, incluindo a integracao com plataformas de mensagens, o modelo canénico
adotado para a representacao das mensagens, o pipeline [E-T1] implementado e seus

componentes responsaveis pela transformacao e pelo carregamento dos dados.
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4.1 Visao Geral da Arquitetura

A aplicagao desenvolvida neste trabalho adota uma arquitetura modular e orien-
tada a camadas, projetada para integrar a coleta de mensagens, a interacao com os
usudrios e o processamento analitico dos dados de forma desacoplada e extensivel.
Essa arquitetura foi definida com o objetivo de permitir a ingestao continua de
mensagens provenientes de miltiplas plataformas de comunicacao, bem como a
condugao da interagao com o usuario por meio de um chatbot, mantendo a separacao

clara entre os componentes de interacao, processamento e armazenamento.

De forma geral, a arquitetura é composta por trés blocos principais: o modulo de
chatbot e integracao com plataformas de mensagens, o pipeline de [ETL] e a camada
de persisténcia no IDWl Uma visao geral da arquitetura do projeto é ilustrada no

diagrama da Figura [4.1]

O funcionamento do sistema envolve dois atores principais. O primeiro é o usuério
solicitante, responsavel por interagir com o chatbot e fornecer a mensagem que deseja
verificar. O segundo é o analista, que acessa o para realizar consultas e explorar
os dados armazenados, obtendo métricas, padroes e informacoes sobre os dados das

mensagens processadas.

O modulo de chatbot é responsavel pela interagao direta com os usuéarios e
foi modelado com base no conceito de méaquina de estados finitos (Finite State
Machine (ESM))). Nesse modelo, a conversa é representada como um conjunto de
estados e transicoes, em que cada estado define o comportamento do sistema diante
das possiveis entradas predefinidas do usuario. Embora o conjunto de estados seja
finito, a execugao do sistema pode ocorrer de forma continua ao longo do tempo,
retornando a estados anteriores. O uso de méquinas de estados finitos é amplamente
adotado na modelagem de sistemas interativos, por sua facilidade de compreensao e

previsibilidade de comportamento (HOPCROFT; MOTWANI; ULLMAN]| [2006).

O pipeline [ETT constitui o ponto central da aplicacao, onde as mensagens recebi-
das e, inicialmente, encapsuladas como mensagens brutas armazenadas na camada de

staging, sao buscadas durante a fase de extragao, garantindo a preservacao dos dados



4.2 Integracao com Plataformas de Mensagens 29
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Figura 4.1: Diagrama da Arquitetura Geral do Projeto

originais. Em seguida, essas mensagens sao transformadas e normalizadas semantica-
mente em um modelo canénico independente da plataforma, sendo posteriormente

carregadas no [DW] segundo a modelagem dimensional adotada no projeto.

4.2 Integracao com Plataformas de Mensagens

A integracao com plataformas de mensagens constitui o ponto de entrada dos
dados na aplicagao e foi realizada por meio do padrao de projeto Adapter (GAMMA
et al.,|1995), onde sao criados adaptadores especificos para cada plataforma suportada.
A biblioteca foi projetada com o suporte de diferentes estratégias de ingestao em
mente, como o uso de webhooks, mecanismos de pooling ou outras abordagens de

coleta oferecidas pelas [APIk das plataformas.

A arquitetura da aplicagao oferece suporte a exposicao de endpoints Hypertext
Transfer Protocol (HTTP]) para o recebimento de eventos enviados pelas plataformas
por meio de webhooks, quando essa abordagem é adotada. Para isso, sao utilizadas

bibliotecas como FastAPI, responsavel pela definicao das rotas e pelo tratamento
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das requisic¢oes, e Uvicorn, que atua como servidor Asynchronous Server Gateway
Interface (ASGI)) para a execugao da aplicagdo. Essa infraestrutura possibilita o
processamento assincrono e concorrente de eventos, sendo adequada para cenarios de

alto volume de mensagens.

Independentemente da forma de coleta utilizada, esses adaptadores sao responsé-
veis por interagir com as[APIk externas, receber eventos de mensagens e encapsular os
dados recebidos em uma representagao padronizada de mensagem bruta, denominada
RawMessage. Esta representacao contém informacoes sobre a plataforma de origem
da mensagem, o momento em que foi extraida e o momento em que foi processada, o
payload bruto recebido pela [APIl em formato JavaScript Object Notation (JSONI),
um identificador tnico da mensagem (utilizado para evitar redundéancias na tabela
de staging) e um campo para armazenar a descrigao de erros, caso tenham ocorrido

no processamento da mensagem.

Cada adaptador implementa um contrato comum, permitindo o isolamento de
particularidades de cada plataforma, como o formato do payload e os processos
de autenticacao. Essa abordagem reduz o acoplamento entre o sistema e as [APIs
externas, facilitando a manutencao e a adicao de novas plataformas no futuro.
Neste trabalho, foram implementados adaptadores para as plataformas Telegram,
WhatsApp e Messenger, demonstrando sua capacidade de integragao de miiltiplas

fontes de dados diferentes.

Os adaptadores nao realizam interpretacao seméantica ou transformacao dos
dados. Sua funcao se limita & recepcao da mensagem, & extragao das informacoes
minimas necessérias para a identificagao da plataforma, ao encapsulamento do payload
original e ao armazenamento desses dados em um banco de dados, permitindo
reprocessamentos e auditoria do processo de ingestao. Nesta parte do sistema
também ¢é utilizado o padrao de projeto Repository (FOWLER) [2002), utilizado na
comunicagao com o banco de dados através de uma interface predefinida, facilitando
a mudanca do utilizado (PostgreSQIﬂ foi o escolhido para a implementacao

deste projeto).

Thttps:/ /www.postgresql.org/
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Além de atuar como interface com as plataformas externas, os adaptadores
também fazem parte da ligacao entre o modulo de chatbot e o pipeline [ETTL As
mensagens recebidas, convertidas em objetos do tipo RawMessage, sao encaminhadas
para a etapa de extracao, adicionando um grau de uniformidade a&s mensagens

enviadas pelos usuarios, independentemente de sua origem.

4.3 Mobdulo de Chatbot

O modulo de chatbot é responsavel pela interacao com os usuarios e atua como
uma interface entre as plataformas de mensagens e o pipeline [ETT] Seu objetivo
principal é oferecer as opgoes possiveis, interpretar as respostas, receber mensagens
com textos ou midias enviadas pelos usuarios e encaminhar os dados e metadados
dessas mensagens para a parte do sistema responsavel pela ingestao e armazenamento

desses, além de fornecer respostas de acordo com o estado atual da conversa.

A logica do chatbot foi modelada seguindo o conceito de méaquina de estados
finitos (FSMI), no qual a conversa é representada por um conjunto finito de estados,
transigoes e regras de validacao de entrada. Cada estado corresponde a uma etapa
do fluxo de didlogo e contém a mensagem apresentada ao usuario, o tipo de entrada
esperada e quais sao os proximos estados, dependendo das respostas do usuario.
Essa abordagem facilita a definicao da estrutura da conversa, além de facilitar a

manutenc¢ao e a expansao dessa estrutura.

O gerenciamento de conversas é feito pela classe ChatSession, responsavel por
manter o estado atual da conversa e gerenciar as transi¢oes entre os estados. A
cada mensagem recebida, a sessao valida a entrada do usuario de acordo com as
regras definidas pelo estado atual, executa agoes associadas a entrada, caso estejam

definidas, e direciona a conversa para o proximo estado.

Cada estado da conversa é representado pela classe ChatState, que encapsula
as informagoes necessarias para a definicao do comportamento do chatbot em cada
etapa. Cada estado define o texto da mensagem a ser exibido, o tipo de entrada

esperada (opgoes predefinidas, texto livre ou envio de midia) e as possiveis transigoes.
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Opcionalmente, o sistema permite a injecao de uma fungao de processamento a
entrada do usuério nas instancias de estados, permitindo a execucao dessa funcao,
recebendo o contetido da resposta do usuario como argumento. E neste ponto que
o pipeline ETL se conecta com o chatbot, injetando o método responsavel pela
persisténcia das mensagens na camada de staging e providenciando a entrada de
dados na etapa de extragao. Esta abordagem segue o padrao de projeto Dependency

Ingection (FOWLER] 2004)).

Essa abordagem para o chatbot aqui descrita pode ser interpretada como uma
aplicacao do padrao de projeto State (GAMMA et al..|1995]), no qual o comportamento
do sistema varia dinamicamente conforme o estado atual. A Figura [£.2] mostra os
estados e transi¢oes implementados no chatbot e, embora seja uma maquina simples,
a combinagao entre [FSM| e State Pattern reduz o acoplamento entre as diferentes
etapas da conversa e facilita a inclusao de novos estados ou transigoes sem impacto

significativo sobre a arquitetura existente.

~ Saber mais
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|
Vaoltar ao Menu
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Cancelar Confirmacdo de
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para verificacio

Figura 4.2: Diagrama de Maquina de Estados Finitos do Chatbot

As mensagens recebidas durante as interagdes com o chatbot sao encapsuladas
em objetos do tipo RawMessage, permitindo a integracao do chatbot de maneira
transparente ao pipeline [ETL] sem realizar transformacoes semanticas ou normaliza-

¢oes, preservando a separacao de responsabilidades entre os moédulos de interagao e
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processamento de dados.

A adocao dessa arquitetura permite que o chatbot atue nao apenas como um
componente de interface com o usuario, mas também como um mecanismo de
decisao para a coleta de dados, evitando o armazenamento descomedido de todas as
mensagens recebidas pelo sistema, permitindo o armazenamento apenas de mensagens

aprovadas pelo usuario.

4.4 Pipeline ETL e Processamento das Mensagens

O processamento das mensagens coletadas pela aplicagao é organizado por meio
de um pipeline do tipo [ETT] Essa organizacao permite o tratamento de dados
desde sua origem nas plataformas de comunicacao até seu armazenamento no [DW],
garantindo modularidade, separagao clara de responsabilidades, isolamento de falhas

e facilidade de manutencao.

A etapa de extragao é responsavel pela coleta das mensagens a partir das diferentes
plataformas, seja por meio de webhooks, mecanismos de pooling ou outras estratégias
suportadas pelas externas. Como descrito na Segao [4.2] independentemente da
forma de obtencao, as mensagens sao encapsuladas em objetos do tipo RawMessage,
que preservam o payload original fornecido pela plataforma de origem, juntamente
com metadados como a identificacao da plataforma e o momento da ingestao. Nessa

etapa, nao é realizada qualquer interpretagao semantica ou normalizacao dos dados.

As mensagens brutas extraidas sdo armazenadas em uma camada intermediéria
de persisténcia, aqui denominada staging. Essa camada tem como objetivo garantir a
conservacao dos dados, possibilitando reprocessamentos futuros, além de desacoplar

a etapa de extracao das etapas seguintes do pipeline.

A etapa de transformagao é responsavel pela conversao das mensagens brutas
em um modelo candnico unificado, denominado CanonicalMessage. Essa conversao
é realizada por transformadores especificos para cada plataforma, que conhecem a
estrutura e a semantica dos dados de origem. Durante essa etapa, sao aplicadas regras

de normalizacao seméantica, padronizagao de atributos e extragao de informacoes
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relevantes, como dados de usuarios, contexto da mensagem e contetido textual.

Durante a criacao do modelo canoénico, atributos equivalentes provenientes de
diferentes plataformas sao mapeados para um conjunto comum de campos, como
identificadores da mensagem, informacoes do remetente, contexto da conversa, con-
teudo textual e dados temporais. A aplicacao deste mapeamento esta ilustrada na
Tabela e corresponde a normalizacao semantica dos dados descrita por Moalla et

al. (2016)), que garante consisténcia entre mensagens originadas de fontes distintas.

Quando a mensagem contém midias associadas, a etapa de transformagao também
pode executar métodos adicionais de processamento, como a extracao de texto a
partir de imagens, videos ou audios. Essa funcionalidade é desacoplada da logica
principal por meio da injegao de fungoes especificas, permitindo a substituicao ou

extensao dos algoritmos utilizados sem impactar a arquitetura do pipeline.

O modelo canénico resultante é independente do modelo dimensional adotado
no e nao reflete diretamente a estrutura das tabelas analiticas. Sua funcao é
servir como uma representacao intermediaria consistente e validada dos dados, que
pode ser reutilizada por diferentes processos de carga, analises futuras ou integracoes
adicionais. Essa separagao entre modelo canonico e modelo dimensional segue boas
praticas de arquitetura de dados e favorece a manutencao e a escalabilidade da

solucgao.

Por fim, a etapa de carga é responsavel por persistir os dados transformados no
Nesta etapa, os objetos candnicos sao convertidos para o modelo dimensional
adotado no projeto, populando as tabelas fato e dimensao de acordo com o esquema
definido. A separacao clara entre transformagao e carga permite que ajustes no
modelo analitico ou na tecnologia de armazenamento sejam realizados com impacto

minimo nas etapas anteriores.

O fluxo de processamento é gerenciado por um servigo central que coordena a
recuperacao das mensagens nao processadas, a aplicacao da transformacao adequada
conforme a plataforma de origem e o encaminhamento dos dados para a camada de

carga. Essa organizacao segue o padrao de projeto Pipeline, e a Figura ilustra o
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diagrama de classes com as principais entidades do sistema. Segundo Buschmann et
al.| (1996), este padrao favorece a modularidade e a evolugao independente das fases

de extracao, transformacao e carga dos dados.

4.5 Modelo Dimensional e Data Warehouse

O desenvolvido neste projeto foi modelado seguindo a abordagem dimensional
proposta por Kimball e Ross (2013), com o objetivo de facilitar analises analiticas
sobre mensagens provenientes de miltiplas plataformas de comunicagao. O modelo
adota o esquema estrela, no qual tabelas fato representam os principais eventos de
interesse e se relacionam com tabelas de dimensao que contém contexto adicional

para analises.

A Figura [4.3] apresenta o diagrama entidade-relacionamento (ER) do [DW], ilus-
trando as tabelas fato e dimensao que compoem o modelo. Neste modelo, ha dois

principais Data Marts, um focado nos dados de mensagens e outro na analise de

Fake News.
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Figura 4.3: Diagrama do Esquema Estrela do Data Warehouse
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O Message Mart pode ser considerado o ntucleo do por ser responsavel
por armazenar informacoes relacionadas as mensagens coletadas, representadas
principalmente pela tabela fato FACT_Message. Essa tabela registra cada mensagem
individual como um evento transacional, ligando a mensagem a dimensoes como
plataforma, tempo, remetente e midias. Identificadores fornecidos pelas plataformas
de origem, como identificadores globais e de contexto, sao tratados como dimensoes

degeneradas, preservando informacoes relevantes sem a criacao de tabelas adicionais.

As midias associadas 4s mensagens sao armazenadas separadamente na tabela fato
FACT _Message_Media, uma vez que uma mesma mensagem pode conter miltiplos
elementos de midia. Essa separacao permite a anélise independente de contetidos
multimidia, bem como o armazenamento de informagoes relacionadas a extracao de
texto, como o método utilizado e o nivel de confianca, caso um método de extracao

tenha sido fornecido.

Além do Message Mart, o modelo contempla o Fake News Analysis Mart, re-
presentado pela tabela fato FACT_FakeNews_Analysis. Nesta tabela, cada registro
corresponde a uma execugao individual de um método ou modelo de analise sobre
uma mensagem especifica. Dessa forma, miltiplas anélises podem ser registradas
para a mesma mensagem ao longo do tempo, preservando o histérico completo de
avaliagoes sem sobrescrita de dados, permitindo acompanhar a evolucao de classifica-
¢oes e pontuacoes produzidas por diferentes modelos ou versoes de algoritmos de

analise.

O uso de dimensoes de tempo normalizadas, em especial a separacao entre data
e horéario, segue as boas praticas recomendadas na literatura de [DW], reduzindo
redundancias e facilitando agregacoes temporais. Chaves substitutas sao utilizadas
como chaves primérias nas tabelas dimensionais, garantindo independéncia em relagao
aos identificadores fornecidos por sistemas externos e aumentando a robustez do

modelo em casos de mudancas nas [APIk das plataformas.



Capitulo 5

Exemplo de Uso

Este capitulo apresenta um exemplo de uso com o objetivo de demonstrar o
funcionamento pratico do sistema proposto, desde a recepcao de mensagens vindas
de plataformas de comunicacao até o armazenamento dos dados no[DWl O exemplo
de uso ilustra o fluxo de execugao do sistema com o intuito de validar a arquitetura
e as decisoes metodologicas adotadas, mostrando a integracao entre o chatbot, o

pipeline [ETT] e o modelo dimensional.

5.1 Fluxo de Execucao do Pipeline ETL

Considerando o cenério em que o usuério inicia a interagao com o chatbot por meio
de diferentes plataformas de mensagens, como Telegram, WhatsApp e Messenger,
com as mensagens podendo conter texto, midias ou ambos, este exemplo de uso simula
uma situacao real em que contetidos potencialmente relacionados & desinformacao

sao compartilhados.

O chatbot atua como ponto de entrada do sistema, recebendo as mensagens e
encaminhando-as para o pipeline de ingestao. A partir desse momento, os dados pas-
sam pelas etapas de extracao, transformagao e carga, e em seguida sao armazenados

no [DW| em formato adequado para anéalise.

O fluxo de execucao do pipeline [ETL se inicia com a captura da mensagem bruta
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(RawMessage), que contém os dados no formato fornecido pela [API] da plataforma
de origem. Esses dados sao armazenados na camada de staging, preservando sua

estrutura original.

Em seguida, a etapa de transformagao é responsavel por converter a mensagem
bruta em um modelo canoénico (CanonicalMessage), realizando o mapeamento
semantico dos atributos e a normalizacao dos dados. Essa etapa também pode
acionar mecanismos opcionais de extragao de texto a partir de midias associadas a

mensagenmn.

Apos a transformacao, os dados sao encaminhados para a etapa de carregamento,
onde sao persistidos no [DW] respeitando o modelo dimensional definido. Cada
mensagem, midia e andlise realizada é registrada como um evento transacional,

garantindo o historico completo das informagoes.

5.2 Consultas Analiticas Possiveis

Com os dados armazenados de forma dimensional, torna-se possivel realizar
diversas consultas analiticas ao [DWl A seguir, sao mostrados alguns exemplos de

queries em Structured Query Language (SQL)) para anélises suportadas pelo sistema.

5.2.1 Distribuicao de Mensagens por Plataforma e Periodo de Tempo

Esta consulta calcula a distribuicao do volume de mensagens por plataforma ao

longo do tempo, agrupando os registros por plataforma, ano e més.

SELECT
p.platform name,
d.year,
d .month,
COUNT( f . message sk) AS total messages
FROM FACT Message f
JOIN DIM Platform p ON f.platform sk = p.platform sk
JOIN DIM Date d ON f.date sk = d.date sk
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GROUP BY
p.platform name,
d.year,
d . month
ORDER BY
d.year,
d .month,
total messages DESC;

Tendo uma tabela resultante similar a esta:

platform name year month total messages

WhatsApp 2025 12 610
Messenger 2025 12 390
Telegram 2025 12 150
WhatsApp 2026 01 700
Messenger 2026 01 640
Telegram 2026 01 210

5.2.2 Frequéncia de Mensagens Contendo Midias

Esta consulta mostra a proporcao de mensagens que possuem ao menos uma

midia associada.

SELECT
QOUNT(DISTINCT fmm. message sk) AS messages with media,
COUNT(DISTINCT fm.message sk) AS total messages,
(COUNT(
DISTINCT fmm. message sk
) % 100.0 / COUNI(
DISTINCT fm . message sk
)) AS percentage
FROM FACT Message Media fmm




5.2 Consultas Analiticas Possiveis 41

RIGHT JOIN FACT Message fm ON fmm.message sk = fm.message sk;

Tendo uma tabela resultante similar a esta:

messages with media total messages percentage

400 1600 25.00

5.2.3 Volume de Anilises de Fake Fews Realizadas por Modelo

Esta consulta permite comparar o uso de diferentes modelos e suas versoes.

SELECT

m.model name,

m. model version

COUNT( fa . analysis sk) AS total analyses
FROM FACT FakeNews Analysis fa
JOIN DIM Model m ON fa.model sk = m.model sk
GROUP BY

m.model name,

m. model version

ORDER BY total analyses DESC;

Tendo uma tabela resultante similar a esta:

model name model version total,nalyses

ClaimBuster v1.0 580
FakerFact v2.1 400
CrossCheck beta 210

5.2.4 Correlacao Entre Tipos de Midia e Resultados de Analises

Esta consulta permite observar se determinados tipos de midia estao associados

a certos resultados de anélise (considera pontuacdo ou classificagao).

SELECT
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mt. media type name,

fa.analysis result ,

COUNT(*) AS total occurrences
FROM FACT FakeNews Analysis fa
JOIN FACT Message Media fmm
ON fa.message sk = fmm.message sk
JOIN DIM Media_ Type mt
ON fmm.media type sk = mt.media type sk
GROUP BY

mt. media_type name,

fa.analysis result

ORDER BY

mt. media_type name,

total occurrences DESC;

Tendo uma tabela resultante similar a esta:

media_type name analysis result total occurrences

Audio Fake 120
Audio True 80
Audio Satire 25
Image Fake 220
Image True 150
Image Satire 45
Video Fake 90
Video True 70
Video Satire 20

Essas consultas evidenciam a utilidade do [DWI| como base para analises explora-

torias e futuras aplicagoes analiticas mais avancadas.




Capitulo 6

Conclusao

Este capitulo apresenta as consideracoes finais do trabalho, recapitulando os
principais resultados obtidos a partir do desenvolvimento da arquitetura proposta,
discutindo suas limitagoes e possibilidades de evolugao, a fim de retomar os objetivos
definidos inicialmente e avaliar as formas como estes foram atendidos ao longo do

projeto.

6.1 Consideracoes finais

O objetivo deste trabalho foi desenvolver uma arquitetura capaz de coletar, inte-
grar e armazenar mensagens provenientes de diferentes plataformas de comunicagao,
utilizando conceitos de Data Warehousing e modelagem dimensional, de modo a
viabilizar analises futuras relacionadas & Fake News. Para isso, foi proposta uma
solugao baseada em um pipeline [ETL] modular, responsavel pela ingestao de da-
dos heterogéneos, sua normalizacao seméantica por meio de um modelo candnico e
o armazenamento dos dados em um relacional projetado segundo o método

Kimball.

A separagao clara entre as etapas de extracgao, transformagao e carregamento
permitiu maior organizagao do processo de ingestao e facilitou a extensibilidade

da solug@o para novas plataformas. A modelagem dimensional adotada mostrou-
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se adequada para consultas analiticas, possibilitando anélises sobre o volume das

mensagens, suas plataformas de origem, tipos de midia e resultados de analises de

Fake News.

Para possibilitar a interacao com o sistema, foi desenvolvido um chatbot definido a
partir de uma maquina de estados finita, permitindo um fluxo de conversa controlado
e previsivel. Essa abordagem contribuiu para a validacao das entradas do usuario
e para a inclusao das mensagens no pipeline [ETL], mostrando que sua aplicagao é

adequada ao sistema proposto.

Os resultados obtidos indicam que a arquitetura proposta atende aos objetivos
definidos, fornecendo um sistema flexivel e extensivel para o armazenamento e analise

de dados provenientes de redes sociais e plataformas de comunicacao.

6.2 Limitacoes e trabalhos futuros

Apesar dos resultados alcangados, o trabalho apresenta algumas limitagoes, sendo
a principal delas a auséncia de uma implementacao concreta de métodos de deteccao
de Fake News, uma vez que tal analise foi considerada fora do escopo principal
do projeto. Dessa forma, a tabela de analises foi projetada para suportar esses

resultados, mas os modelos em si nao foram integrados ao projeto.

Outra limitagao esté relacionada a cobertura das plataformas, uma vez que
apenas um pequeno grupo das plataformas possiveis foi implementado, ainda que
a arquitetura permita a inclusao de novas fontes de forma facilitada. Além disso,
os mecanismos de extragao de texto a partir de midias foram tratados de forma

modular, mas nao foram implementados nem explorados no projeto.

Como trabalhos futuros, destaca-se a integracao de diferentes modelos de deteccao
de desinformagao, permitindo a comparacao de métodos e versoes diretamente no
Algumas outras possiveis expansoes do sistema sao novos adaptadores para
novas plataformas, a aplicagao de processos de extragao de contetido de midias e a

realizacao de testes de carga e estresse para avaliar a escalabilidade do sistema.
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